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Abstract

Static models of two-sided markets often lead to multiple equilibria as a result of increasing return to demand. Typically the market can be monopolistic or oligopolistic in equilibrium. We provide a simple dynamic model to address the equilibrium selection problem. Our results indicate that the final market structure depends critically on the overall strength of the indirect network effects of the two sides. Interestingly, we find under weak network effects the market share advantage of the leader diminishes over time. Simulating our model under the monopoly conditions also suggests that time until dominance follows a power law distribution, and as a result the probability that monopoly does not occur for an extended period is not trivial. We then discuss the implications of our results for intermediaries.
1 Introduction

Many markets in the modern economy involve two groups of participants who need to interact via intermediaries, where an intermediary can be for example a technological standard or a platform. Such markets are known as two-sided markets (e.g. Evans 2003). An example of a two-sided market is video game consoles. The participants are the game developers and the game buyers; the intermediary firms include Sony, Nintendo, and Microsoft, each of which produces (incompatible) game consoles, with each console having its own associated developer and user communities. Other examples include payment cards (card holders and merchants), online auction houses (sellers and buyers), media players (content providers and users), dating clubs (men and women) and operating systems (application developers and users). We henceforth refer to the two sides of the market as buyers and sellers, and the combination of an intermediary with its buyers and sellers as a network.

In these two-sided markets, one side of a network becomes more attractive as the number on the other side increases, a property often referred to as indirect network effects (e.g. Katz and Shapiro 1985). That is, the more buyers, the more attractive the intermediary is for new sellers; similarly, the more sellers, the more attractive the intermediary is for new buyers. Indirect network effects often cause a market to exhibit a rich-gets-richer phenomenon — when a network obtains non-negligible advantages in the market share on both sides, it rapidly grows to a monopoly or near-monopoly. As a result of this process, a particular technological standard or platform provider achieves dominance. For example, the market for VCRs tipped in favor of the VHS standard, and the market for online auction tipped in favor of eBay. However, such two-sided markets do not always tip. Multiple platforms and standards can co-exist, each with a significant market share. This is the case for video game systems as well as payment cards.

Our work is motivated by these observations. We are interested in circumstances under which a two-sided market will ultimately settle on a dominant technological standard or platform, and the amount of time it takes for a dominator to emerge. We are also interested in the likelihood that a follower can catch up and overtake the leader in these markets. In addition, indirect network effects give rise to a “chicken and egg” problem (see, for example, Caillaud and Jullien 2003): to attract more buyers (respectively sellers), an intermediary needs to have a large base of sellers (respectively buyers), but building such a base requires a large based of buyers (respectively sellers) already! Therefore, in-
Intermediaries need to decide how to allocate their resources to achieve the optimal growth rates of their networks: should they spend most of their resources attracting buyers or attracting sellers? We would like to understand the optimal strategy for a new intermediary in a competitive environment to scale up its network. These questions are critical for the survival of intermediaries. If it appears that a market will tip and the time-to-dominance is short, an intermediary needs to gain advantages in market share in the very beginning in order to succeed.

We develop a probabilistic model based on indirect network effects. We consider a market in which there are two competing networks. In our model, new buyers and sellers arrive asynchronously and they choose a particular network with a probability that depends on the distribution of the existing agents on the other side of the market. We measure the strength of indirect network effects by \( \text{market share elasticity of demand} \) with \( \text{market share} \) defined by the distribution of agents on the other side of the market. We also allow the strength of indirect network effects to differ on both sides of the market.

In this paper, we focus on using our model to derive results on the final state of the market. Our results indicate that the ultimate market structure depends on the product of the market share elasticities of the two sides. When the product is greater than one, one network will eventually become a monopoly, in the sense that the market share of one network will (with high probability) keep increasing and approaching 1. When the product is 1, each network converges to some constant fraction of the market share, depending on the initial state. When the product is less than one the market tends to a state where sellers and buyers are equal for both networks. We also demonstrate heuristics under our model for determining the time until one network dominates the market and for simulating behaviors from various initial conditions.

### 2 Related Literature

Static game-theoretical models on network effects and two-sided markets (e.g. Armstrong forthcoming, Caillaud and Jullien 2003, Chakravorti and Roson 2004, Chou and Shy 1993, Church and Gandal 1992, Evans 2003, Evans et al. 2004, Farrell and Saloner 1985, 1986, Gabszewicz and Wauthy 2004, Guthrie and Wright 2003, Katz and Shapiro 1985, Rochet and Tirole 2003) often lead to multiple equilibria as a result of the increasing return to demand in these markets. In most cases, in equilibrium the market can be monopolistic or oligopolistic. These models do not address the equilibrium selection problem. In ad-
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dition, as most models assume that agents join the market simultaneously, they do not consider the amount of time it takes to reach an equilibrium. Our work is related to literature on evolutionary game theory (e.g. Auriol and Benäïm 2000, Fudenberg and Levine 1998, Kandori et al. 1993, Weibull 1995), which aims at studying equilibrium selection in games that have multiple equilibria. In our probabilistic model we allow agents to join the market asynchronously. Following the treatment in Auriol and Benäïm (2000) and Kandori et al. (1993), we also assume the agents are myopic. That is, agents select networks solely based on current state variables and are not forward-looking. We then illustrate how successive adoption choices made by these myopic agents on both sides eventually aggregate into a collective choice.

Our work is also closely related to probabilistic models of positive feedback (e.g. Arthur 1989, 1994, Arthur et al. 1983). In these models, competing standards and platforms are represented by bins and individual choices of buyers correspond to balls being put into the bins.

Drinea et al. (2002) and Khanin and Khanin (2001) study an specific example of the balls-and-bins process in which a ball joins bin $i$ with probability \( \frac{x_i^p}{\sum_{j=1}^{n} x_j^p} \), where \( x_i \) is the number of existing balls in bin $i$ and $p$ is a small positive number. Mitzenmacher et al. (2004) and Oliveira (2004), building on an “exponential embedding” technique first suggested by Rubin (Davis 1990), did an extensive study of this example and also extend some of the results to a more general scenario in which the probability is specified by \( \frac{f(x_i)}{\sum_{j=1}^{n} f(x_j)} \).

One of the main results in this setting shows that the above family of processes undergoes a phase transition at $p = 1$. For $p > 1$ and arbitrary initial conditions, there is one bin that receives all but a finite number of balls in a large-time limit. When $p < 1$ the ratio between the numbers of balls in any pair of bins converges to 1.

In a similar vein, Keilbach and Posch (1998) models the dynamic of technology adoption by $D_k(s_k^t) = (s_k^t)^{\alpha_k} p_k^\lambda$, where $k$ refers a particular technology, $D_k$ is the demand of technology $k$, $s_k^t$ is the market share of technology $k$ at time $t$ and $p_k$ is the price of the technology $k$. It is easy to see that $\alpha = \frac{\Delta D_k / D_k}{\Delta p_k / p_k}$ and $\lambda = \frac{\Delta D_k / D_k}{\Delta s_k / s_k}$. Therefore, $\alpha$ here is the price elasticity of demand and similarly $\lambda$ can be called the market share elasticity of demand. Although their model also incorporates pricing strategies, their model is equivalent to the ones proposed by the above authors in expectation. If we consider technologies as bins and assume technology $i$ has $x_i$ number of balls, ignoring pricing strategies, Keilbach and Posch’s model gives $D_i = (\frac{x_i}{\sum_{j=1}^{n} x_j})^\lambda$. Hence the percentage of new balls that join bin $i$,
\[ \frac{D_i}{\sum_{j=1}^{n} D_j}, \quad \text{is} \quad \frac{x^i}{\sum_{j=1}^{n} x^j}. \]

These probabilistic models are suitable for markets with direct network effects, for example, in the case of instant messengers. Many important industries in the modern economy, however, are two-sided and are characterized by indirect network effects. We extend these probabilistic models to study the dynamics of two-sided markets.

## 3 Model

We consider two two-sided networks, \( A \) and \( B \), each consisting of an intermediary, along with groups of buyers and sellers. We assume the two intermediary technologies are identical but incompatible with each other. Each seller sells one type of product. Therefore the utility of an agent, either a buyer or seller, depends only on the relative number of agents on the other side of the same network.

At each stage, a group of \( N \) agents join the market. The probability that the group of agents are buyers is \( \alpha \) and sellers is \( 1 - \alpha \). We use \( \alpha \) to control for relative arrival rates of the two sides. Each agent joins only one network. We denote the state of network \( A \) at time \( t \) by the ordered pair \((b_A(t), s_A(t))\) where \( b_A(t) \) is the number of buyers in network \( A \) and \( s_A(t) \) is the number of sellers in network \( A \). We similarly use \((b_B(t), s_B(t))\) for the state of network \( B \). We drop the explicit dependence on \( t \) and use \( b_A, b_B, s_A \) and \( s_B \) when the meaning is clear.

Following Auriol and Benaïm (2000), Nair et al. (2004) and Kandori et al. (1993), we assume that agents are myopic. Their perception of network benefits is based solely on the current state variables and do not consider the impact of their adoption choices on future adopters. At each stage, a new agent selects a network to maximize his short term benefit. This assumption is a good approximation for peer-to-peer markets such as online auction houses and flea markets. It is also applicable to markets in which future benefit is relatively small. For instance, in the case of video game industry the popularity of game titles decreases rapidly after their releases. In addition, new-generation game consoles are introduced every few years. As a result, game developers heavily discount their revenues from future game players. The assumption of myopic agents allows us to consider each period independent of future periods.

We model the competition between two networks using a linear location model. The linear location model has been frequently used to model competition in studies on network effects and two-sided markets (e.g. Armstrong forthcoming, Auriol and Benaïm
Consider the moment at which a buyer is deciding between two networks. Assume
the preference of a buyer for the two networks is characterized by his type \( \delta \), which is
uniformly distributed in \([0, 1]\). Also assume that network \( A \) and network \( B \) are located
at 0 and 1 respectively. The \( \delta \) (respectively \( 1 - \delta \)) term can then be interpreted as the
“distance” between network \( A \) (respectively network \( B \)) and the buyer’s ideal network,
which would have been located at \( \delta \). We represent the preferences of a buyer of type \( \delta \)
over network \( A \) using the utility function \((1 - \delta)u_A\) and network \( B \) using the utility func-
tion \( \delta u_B \). These utility functions capture the idea that the further a network is from the
buyer, the less preferred the network. As we are modeling the situation where a buyer’s
preference for network \( A \) or \( B \) depends on the number of sellers in the same network,
we let \( u_A = c_s s^p_A \) and \( u_B = c_s s^p_B \). Here \( p \) is a small positive number and \( c_s \) is a positive
constant. Previous studies (e.g. Armstrong forthcoming, Rochet and Tirole 2003) often
assume utility functions to be linear in the number of agents for analytical convenience.
We use a more flexible functional form to capture linear, convex and concave cases. The
buyer prefers the network that provides the higher utility. Letting the location of the in-
different buyer, for whom the utility of network \( A \) and \( B \) are the same, be \( \delta^* \), we have
\((1 - \delta^*)u_A = \delta^* u_B\). Solving the equation, we find \( \delta^* = \frac{s^p_A}{s^p_A + s^p_B} \). The probability that an
incoming buyer joins network \( A \) is therefore the probability that \( \delta < \delta^* \). As we have
assumed \( \delta \) is uniform on \([0, 1]\), this probability is \( \frac{s^p_A}{s^p_A + s^p_B} \). A new buyer joins network \( B \)
with probability \( \frac{s^p_B}{s^p_A + s^p_B} \). Similarly, a new seller joins network \( A \) with probability \( \frac{b^q_A}{b^q_A + b^q_B} \) and network \( B \) with probability \( \frac{b^q_B}{b^q_A + b^q_B} \). \( q \) is also a small number.

The model indicates that for both kinds of two-sided markets the probability for a
randomly selected agent to join a particular network is determined by the distribution of
agents on the other side at each stage. We choose to use probabilistic representations as
they eliminate potential unstable evolutionary equilibria. The functional forms are similar
and other works, more general functional forms can also be considered. For simplicity, in
our analysis we use \( N = 1 \) per time step and generally set the time parameter \( t \) so that it
is equal to the total number of buyers and sellers in the system. Figure 1 illustrates our
model.

Similar to Keilbach and Posch (1998), \( p \) and \( q \) can be interpreted market share elasticities
of demand, except that market share here is defined by the number of agents on the other
side of the network. It is easy to see that the greater the value of \( p \) or \( q \), the more likely the
network with a larger market share on the other side will be selected. Therefore, \( p \) and \( q \) here indicate the strength of indirect network effects. In addition, as \( p, q > 0 \), an agent is always more likely to choose the network with a larger market share on the other side. That is, the indirect network effects in our model are always positive.

We ignore strategies by the intermediaries in our model. As a result, the indirect network effects provide the sole motivation for an agent to join a particular network. Our purpose here is to illustrate the evolution path of two-sided markets under indirect network effects. Intermediaries can then adopt various strategies such as advertising and product differentiation to alter the evolution path. In Section 6, we briefly discuss the implication of our results for intermediaries.

![Figure 1: Our probabilistic model. At each step, one agent joins the market. The agent is a buyer with probability \( \alpha \) and is a seller with probability \( 1 - \alpha \). The new agent selects a particular network with probability that depends on the distribution of the existing agents on the other side of the market.](image-url)
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4 A Heuristic Analysis

4.1 Differential Equation Approximation

We start by considering a heuristic approach, following Auriol and Benâïm (2000), Benâïm and Weibull (2003) and Drinea et al. (2002). Then the expected change in $b_A(t)$ over one time step, which we denote by $\Delta b_A(t)$, satisfies

$$\Delta b_A(t) = E[b_A(t + 1) - b_A(t)] = \frac{\alpha s_A(t)^p}{s_A(t)^p + s_B(t)^p}. \quad (4.1)$$

Using the heuristic approximation $\Delta b_A(t) = \frac{db_A}{dt}$ and dropping the $t$ from the notation where there is no confusion, we have

$$\frac{db_A}{dt} = \frac{\alpha s_A^p}{s_A^p + s_B^p}. \quad (4.2)$$

We can derive similar expressions for $b_B(t)$, $s_A(t)$ and $s_B(t)$, yielding a system of four differential equations, that we refer to henceforth as System A:

$$\frac{db_A}{dt} = \frac{\alpha s_A^p}{s_A^p + s_B^p}, \quad \frac{db_B}{dt} = \frac{\alpha s_B^p}{s_A^p + s_B^p},$$

$$\frac{ds_A}{dt} = \frac{(1 - \alpha)b_A^q}{b_A^q + b_B^q}, \quad \frac{ds_B}{dt} = \frac{(1 - \alpha)b_B^q}{b_A^q + b_B^q}.$$

The heuristic yields good approximations of the behaviors of the underlying probabilistic system. This can be formalized for finite time intervals using the theory of martingales; see Kurtz (1981), Mitzenmacher (1996), and Wormald (1995) for related work.

4.2 Alternative representations

The equations in System A dependent on seven parameters: $\alpha, p, q$, and the initial values of $b_A, b_B, s_A$, and $s_B$. We can simplify the setup in various ways that prove useful for reasoning about the system.

For example, we may remove the dependence on $t$ and consider the derived equations:

$$\frac{db_A}{db_B} = \left(\frac{s_A}{s_B}\right)^p, \quad \frac{ds_A}{ds_B} = \left(\frac{b_A}{b_B}\right)^q.$$
This representation is useful for considering the fixed trajectories of System A, which correspond to ratios of $b_A/b_B$ and $s_A/s_B$ that remain fixed over time. For example, for any values of $p$ and $q$ the initial conditions where $s_A = s_B$ and $b_A = b_B$ give a fixed trajectory where $s_A = s_B$ and $b_A = b_B$ for all time. As we shall see, this trajectory is not necessarily stable, in the sense that the probabilistic system is likely to deviate from this trajectory rapidly for certain values of $p$ and $q$.

There may be other fixed trajectories when $pq = 1$. That is, we seek constants $\beta$ and $\gamma$ with $\beta = s_A/s_B$ and $\gamma = b_A/b_B$ satisfying

$$\frac{db_A}{db_B} = \left(\frac{s_A}{s_B}\right)^p = \beta^p = \gamma$$

and

$$\frac{ds_A}{ds_B} = \left(\frac{b_A}{b_B}\right)^q = \gamma^q = \beta.$$ 

This required that $\beta^pq = \beta$, or that $pq = 1$ (when $\beta \neq 0, 1$). Any values $\beta$ and $\gamma$ satisfying the above equations give a fixed trajectory.

Similar insight can be obtained by letting $r_s = s_A/s_B$ and $r_b = b_A/b_B$. Then

$$\frac{dr_s}{dt} = \frac{(s_B)(ds_A/dt) - (s_A)(ds_B/dt)}{s_B^2} = \frac{(1 - \alpha)(r_b^q - r_s)}{s_B(1 + r_b^q)},$$

and similarly

$$\frac{dr_b}{dt} = \frac{\alpha(r_s^p - r_b)}{b_B(1 + r_s^p)}.$$

While these equations look somewhat less pleasant, they are perhaps more informative. Again, we see that when $pq = 1$ there is now a fixed point for these equations when $r_b^q = r_s$. Moreover, by considering the signs of $\frac{dr_s}{dt}$ and $\frac{dr_b}{dt}$, we can see that there are essentially three different cases, corresponding to the state diagrams given in Figure 2:

Case 1: $pq > 1$. In this case, $(r_s, r_b) = (1, 1)$ is an unstable fixed point; trajectories naturally converge to $(\infty, \infty)$ or $(0, 0)$. That is, a monopoly occurs.

Case 2: $pq = 1$. In this case, there is a family of fixed points, and the deterministic system eventually hits one.

Case 3: $pq < 1$. In this case, $(r_s, r_b) = (1, 1)$ is a stable fixed point; trajectories naturally converge so that the system eventually reaches a state where sellers and buyers are
equal for both networks.

The system undergoes a phase transition at $pq = 1$. Note that in all three cases, we are considering positive network effects in the sense that the network with a large market share on the other side is preferred. When $pq > 1$, we would observe the rich-gets-richer phenomena as a result of strong network effects. When $pq \leq 1$, although positive network effects still present, they are not strong enough to drive monopolies to emerge.

Finally, additional insight can be gained by supposing that we start initially with $b_A + b_B = \alpha t$ and $s_A + s_B = (1 - \alpha)t$. Little is lost by this assumption, since from any starting state we will quickly converge to a state where $b_A + b_B \approx \alpha t$ and $s_A + s_B \approx (1 - \alpha)t$. Now suppose that we let

$$b_A(t) = \frac{(1 + \epsilon_b(t)) \alpha t}{2}, \quad b_B(t) = \frac{(1 - \epsilon_b(t)) \alpha t}{2},$$

$$s_A(t) = \frac{(1 + \epsilon_s(t))(1 - \alpha)t}{2}, \quad s_B(t) = \frac{(1 - \epsilon_s(t))(1 - \alpha)t}{2}.$$

Now

$$\epsilon_b(t) = \frac{b_A - b_B}{\alpha t}, \quad \epsilon_s(t) = \frac{s_A - s_B}{(1 - \alpha)t}.$$

We can therefore examine the “gaps” $\epsilon_b(t)$ and $\epsilon_s(t)$ to gain insight into the rate of convergence.

### 4.3 Uses of differential equations

The differential equations framework can be used to give insight into the time until one network obtains dominance or the effect of changing the initial conditions. One can simply evaluate the process given by the differential equations numerically. Using the differential equations is generally much faster and simpler than simulating the model directly, especially as one may want to simulate multiple times to account for variations in the random experiment.

For example, starting from the state $(1200, 800)$ for network $A$ and $(1000, 1000)$ for network $B$, with parameters $p = q = 2.0$ and $\alpha = 2/3$, our simulation of the differential equations indicates that it takes 32,149 steps (or equivalently, 32,149 entrants join the
Figure 2: State diagrams for $pq > 1$, $pq = 1$ and $pq < 1$. Arrows are used to indicate the directions of trajectories for states in each region, as determined by signs of $\frac{dr_s}{dt}$ and $\frac{dr_b}{dt}$. Note that the concavity or convexity of the curves can be different from the ones drawn above. For example, in the case where $pq > 1$, both curves can be concave.

system) before network $B$ achieves 60% of the buyers and sellers. We also simulate the stochastic process 20,000 times. The number of steps until network $B$ achieves 60% of the buyers and sellers varies from 10,247 to 263,636,885 with a median value of 32,279 (we excluded the 69 runs in which network $A$ eventually dominates). Note that the median is close to the value predicted by the differential equations, but the mean is significantly larger (just over 65,000 in this case). We discuss this further momentarily.

To see the effects of changing the initial state, we could then examine how the results would change if network $B$ instead started at $(900, 1100)$. The differential equations indicate that it takes 22,906 steps before network $B$ achieves 60% of the buyers and sellers. (While it may not appear intuitive that switching the initial state of network $B$ in this fashion would lessen the time to dominance, recall that buyers are arriving twice as fast as sellers; hence having more sellers initially enhances the advantage for network $B$.) In this case, network $A$ has never achieved dominance among the 20,000 simulations. The number of steps until dominance ranged from 8,830 to 3,236,117, with a median of 23,054.

We reiterate that the differential equations are only accurate approximations for sufficiently large systems. Thus, while they can give some very useful insight into the behavior of the system the results should be considered carefully in practice. Specifically, in this instance the system is initially sufficiently small that there is some probability that network $A$ emerges dominant, a fact not predictable from the differential equations. Further, another experimental finding not given by the differential equations is that the time
until dominance is reached has very large variance. This is not surprising, given the work by Oliveira (2004) in the balls-and-bins setting showing that the time until dominance is achieved essentially follows a power law distribution. A similar effect appears here. We illustrate it with results from the above simulations. We rank the number of steps until dominance and plot the log of the number of steps against the log of the ranks in Figure 3. The relationships are nearly linear on the log-log plots. The tail ends of the distributions are skewed as they represent rare events and we only run a finite number of simulations. The R-squared values from linear regressions are 0.94 and 0.96 respectively. The linear relationships in the log-log plots give evidence that the time until dominance follows a power law distribution.

Oliveira’s proof relies largely on the exponential embedding technique, which we have not been able to generalize to this setting. The economic implications of this finding, however, are important: in this setting, while the differential equations accurately predict the median time until dominance occurs, the mean time is significantly larger, and the probability that dominance does not occur for an extended period is non-trivial.

Although the differential equation approach is heuristic, provable statements based on the discrete probabilistic model can be made, as we demonstrate in the appendix for the case of $p > 1$ and $q > 1$.

![Figure 3: We use log-log plots to illustrate the power law distribution of time until dominance. Here, $p = q = 2$ and $\alpha = 2/3$. In the first diagram, we start with $(1200, 800)$ and $(1000, 1000)$ for network A and B. In the second diagram, we start with $(1200, 800)$ and $(1100, 900)$ for network A and B.](image-url)
5 Simulation Results

5.1 Three Cases

We have shown that the value of $pq$, with a phase transition at $pq = 1$, determines the market structure of two-sided markets in the large-time limit. We demonstrate this behavior in simulations of the model, where we sequentially simulate the random decisions of new arrivals. Figure 4 illustrates simulation results for different values of $pq$. For Figure 4, we use the same initial states, $(120, 120)$ for network $A$ and $(80, 80)$ for network $B$, and the same parameter $\alpha = 2/3$ that determines the probability a new customer is a buyer. Network $A$ has advantages on both buyer and seller sides initially. We present the results for different values of $pq$ after 300,000 new arrivals. In each diagram in Figure 4, we run the same setup 500 times, and use the market shares of network $A$ on two sides as the $(x, y)$ coordinates. As expected, even with the same setup, results vary from one simulation run to another because of the randomness in our probabilistic model. For instance, in the case where $pq > 1$ the market share of network $A$ on the seller side varies from 70% to near 100% in different simulation runs. These simulation results are consistent with our theoretical results. Since network $A$ has advantages on both the buyer and seller sides, when $pq > 1$ the advantages increase over time. For $pq = 1$, the equilibrium market shares fall in a region close to the initial values. For $pq < 1$, the advantages of network $A$ vanish. Network $A$ and network $B$ have almost equal market shares on both buyer and seller sides.

Figure 5 illustrates typical convergence paths for different values of $pq$. Note that the market shares tend to fluctuate widely initially and then become stable. This is consistent with the intuition that as install bases of both sides become larger, a new arrival will have a smaller impact on market shares. Similarly, even though theoretically the market shares of network $A$ is expected to converge to 1 when $pq > 1$, and to converge to 50% when $pq < 1$, as the sizes of the installed bases increase, we need to have an increasing amount of new arrivals in order to change the market shares by the same amount. Finally, in the middle case where $pq = 1$, a simple calculation reveals that the market share appears to be converging to a point where $r_b^A = r_s$, as predicted.
Figure 4: Simulation results for $pq > 1$, $pq = 1$ and $pq < 1$ with the same initial states $(120, 120)$ and $(80, 80)$ and $\alpha = 2/3$. In each diagram, we run the same setup 500 times, and use the market shares of network $A$ on two sides after 300,000 new adopters as the $(x, y)$ coordinates. We use $(p = 2, q = 3/4)$, $(p = 4/3, q = 3/4)$, and $(p = 1/2, q = 3/4)$ as the $p, q$ values for each of these three diagrams.

Figure 5: Typical convergence paths for different values of $pq$. We use the same simulation setup as in Figure 4 for each diagram. We illustrate for different $pq$ values how the market shares of network $A$ on both sides change as new agents continue to arrive.
5.2 The Monopoly Case

In Figure 6, we present the cumulative distribution for the number of buyers in network A after 1,500,000 new arrivals. In the first two diagrams, we start with one agent in each side of the networks. Since $\alpha = 2/3$ here, the total number of buyers is about 1,000,000. In the first diagram, we use $p = q = 1.1$. While there is obvious tendency towards monopoly, there is still a reasonable probability that one network will not overwhelm the other. For example, the probability that one network has over 80% of buyers is less than 80%. In contrast, in the second diagram where $p = q = 1.5$, one network has almost all of the new buyers. The probability that one network receives less than 200 agents on both sides is 68.9%. This concentration results from the dramatic effect inequality creates at the beginning of the process. When $p$ and $q$ are large and the total number of agents in the market is small, even small leadership implies a huge advantage. In the third diagram, we begin with 100 agents in each side of the networks and let $p = q = 1.5$. We see the curve appears more similar to the $p = q = 1.1$ case. These results illustrate that small markets and large $p$ and $q$ indicate quick time to dominance, but otherwise time to dominance can be very slow, and the resulting market distribution can be highly variable.

Figure 6: Cumulative distribution functions of the number of buyers in network A after 1,500,000 new arrivals, $\alpha = 2/3$. We start with (1, 1) and (1, 1) for network A and B in the first two diagrams, and use $p = q = 1.1$ and $p = q = 1.5$ respectively. In the third diagram, we start with (100, 100) and (100, 100) for network A and B, and use $p = q = 1.5$. 
5.3 Relative Arrival Rates

We illustrate the effect of different relative arrival rates between buyers and sellers in the case of $pq > 1$ in Figure 7. Recall that in our framework the parameter $\alpha$ is used to determine the probability a new entrant is a buyer. When a network has an advantage on both sides, different arrival rates do not affect its ultimate chance of dominance significantly. Therefore, here we choose the initial states to be $(120, 80)$ for network $A$ and $(100, 100)$ and for network $B$. That is, network $A$ has more than 50% market share on the buyer side but has less than 50% market share on the seller side. In addition, we assume $p = q = 2$. We allow $\alpha$ to increase from 0.1 to 0.9 by an increment of 0.05. For simulation purposes, we say here that a network achieves dominance when it has more than 60% market shares on both sides. For each value of $\alpha$, we run the same simulation 1,000 times. The probability of becoming the dominant network is computed by the number of times the network achieves dominance divided by 1,000. Figure 7 indicates that the probability that network $A$ achieves dominance decreases as $\alpha$ increases. The result is intuitively clear. When $\alpha$ is small, i.e., sellers arrive more frequently than buyers, network $A$ can catch up with network $B$ on the seller side while still maintaining its advantage on the buyer side. When $\alpha$ is large, network $A$ loses its advantage on the buyer side before it catches up with network $B$ on the seller side.

6 Implications

Bayus and Shankar (2003)'s study on the video game industry shows that the strength of the indirect network effects in addition to the size of the networks play important role in the success of the game consoles. Our results are consistent with their finding. More importantly, we show that the ultimate market structure depends significantly on the underlying strength of the indirect network effects. Knowing the value of $pq$ is therefore of strategic importance for intermediaries. If $pq > 1$, it is very important for an intermediary to gain and maintain the leadership position, as the market will eventually tend to a monopoly. If $pq < 1$, an intermediary can still survive and even thrive in the long term even if it does not have the largest market share on both sides.

The parameters $p$, $q$, and $\alpha$ can be estimated from market data using standard techniques, giving insight into future market behavior. The parameter $\alpha$ can tracked by ex-
Figure 7: The effect of relative arrival rates of buyers and sellers on the probability of achieving dominance. Here the initial states are \((120, 80)\) and \((100, 100)\) for network A and B. We also let \(p = q = 2\). For simulation purpose, we consider a network achieves dominance when it has more than 60% market shares on both sides. For each value of \(\alpha\), we run the same simulation 1,000 times and compute the probability of achieving dominance for network A.

Examining the rates of incoming buyers and sellers. The parameter \(p\) can be estimated by considering the fraction of buyers that join network A over a small period of time and solving \(r = \frac{s_A^p}{s_A^p + s_B^p}\); here \(p = \frac{\ln r - \ln (1 - r)}{\ln s_A - \ln s_B}\). (Similar analysis can be done to estimate \(q\).) While \(s_A\) and \(s_B\) may vary over time, when \(s_A\) and \(s_B\) are sufficiently large compared to the sampling period, the changes in \(s_A\) and \(s_B\) will be sufficiently small that they can be treated as constant for estimation purposes. (More complex techniques can be used when this is not the case.)

Alternatively the behavior of the stochastic process can be closely approximated by log-linear demand functions similar to those used in Keilbach and Posch (1998). The demand function for network \(k\) at time \(t\) at the buyer side is \(D_b^k(t) = C \cdot (ms_b^k(t))^p\) and at the seller side is \(D_s^k(t) = C' \cdot (ms_s^k(t))^q\), where \(ms_b^k(t)\) and \(ms_s^k(t)\) are the market shares of network \(k\) at the buyer and seller sides at time \(t\) respectively. \(C\) and \(C'\) here are constants used for scaling purpose and their ratio represents the relative arrival rates between the two sides. The parameters \(p\) and \(q\), and the relative arrival rates between the two sides can then be estimated in a regression framework. An intermediary may use such estimates along with the current state of each network in the market to gain insights into the expected evolution path of its network.
In addition, an intermediary may also want to use strategies such as pricing, advertising and product differentiation to alter the evolution of the market share. Although our baseline model does not incorporate these strategic variables, it can be used to examine the possible effects of these actions. Consider a scenario in which two intermediary technologies are of the same quality initially, and at time \( t \) the intermediary in network \( A \) improves the quality of its technology. Suppose the quality improvement leads to a factor of \( Q (Q > 1) \) increase in the utility network \( A \) provides to its two sides.

We may re-derive the equations for \( dr_s/dt \) and \( dr_b/dt \) to obtain an appropriate state diagram. An example is shown in Figure 8 for a case where \( pq > 1 \). The dashed curves represent the boundaries between differing trajectory behaviors for the state diagram before the quality improvement and the solid curves the boundaries after the quality improvement. The quality factor changes the relevant boundary equations to \( Qr_s^p = r_b \) and \( Qr_b^q = r_s \). It is worth noting that after this change the state \((1,1)\), where the numbers of sellers and buyers are the same for both networks, is no longer a fixed point; instead the heuristic predicts that network \( A \) will dominate, as intuition would suggest.

Using this type of modeling and analysis, an intermediary can determine the possible effects of strategies such as pricing, advertising, and product differentiation on future market share. In particular, an intermediary might determine what strategies would allow it to achieve a trajectory leading to market dominance.

7 Conclusions and Future Research

We have developed a novel dynamic model to show how the power of positive indirect network effects can shape the market structure in the setting of two-sided markets. Our results indicate that the ultimate market structure depends on the product of the market share elasticities of the two sides, regardless of initial states and the relative arrival rate of buyers and sellers. When the product is greater than one, one network will eventually become a monopoly. When the product is less than one, the market tends to a state where sellers and buyers are equal for both networks. In the monopoly case, we have illustrated that the time until dominance follows a power law distribution. In addition, when the overall strength of the indirect network effects is not strong enough, there is a high probability that one network will not overwhelm the other. Intermediaries in two-sided
markets can then use these results to make more informed decisions after estimating the strengths of indirect network effects.

There are several issues that remain to be investigated. In the state diagrams in Figure 2, we are able to trace a trajectory for every state as $t$ increases. These trajectories allow us to predict long-term evolution of a solution for System A. In the case of $pq > 1$, for states where one network has an advantage in buyers and the other network has an advantage in sellers, given a specific set of initial conditions one can use the equations of System A to predict which network will eventually dominate. We would like to have an easily expressible formula or conditions, based on $p$, $q$, $\alpha$, and the initial state, that determines which network will reach monopoly in System A.

Second, our results on time to dominance have been based on simulation runs or running the differential equations. Ideally, we would similarly like to derive a formula giving the order of magnitude or the exact expected time to dominance based on $p$, $q$, $\alpha$, and initial state.

Third, in our simulation runs, we noticed that given the size of a network and $pq > 1$, there appears to be an optimal state for the network, in which the probability of achieving dominance is maximized. The optimal state does not depend on the state of the other

Figure 8: A state diagram showing the effect of a proposed quality improvement when $p > 1$ and $q > 1$. The dashed curves represent the boundaries between trajectory types before the quality improvement and the solid curves represent the boundaries after the quality improvement. Arrows are used to indicate the directions of trajectories for states in each region after the quality improvement, as determined by the signs of $\frac{dr_s}{dt}$ and $\frac{dr_b}{dt}$. 
competing network. We do not have a ready explanation for this observation. Clearly, this result, if true, has important strategic implications for intermediaries, and should be explored.

Most of these questions would be much easier to answer if we could design stronger analysis techniques for this problem. As we have discussed, the exponential embedding technique for the simpler balls-and-bins setting (corresponding to one-sided markets) allows very powerful results to be obtained for similar questions. Unfortunately, we have not found a method of generalizing this technique to our model of two-sided markets. We have been able to generalize weaker discrete analysis of Drinea et al. (2002), as shown in the appendix, to obtain rigorous results, but we believer stronger results are possible. Finding an appropriate generalization of the exponential embedding approach to our model is a key step for future research. Such a generalization would likely also be useful for developing further generalizations and variations of these types of models for network effects. Alternatively, it may be worth considering whether there are changes we could make to the model that would make it more amenable to this analysis technique, while maintaining its spirit.

Appendix: Combinatorial Proofs of Increasing Returns When $p > 1$ and $q > 1$

Recall that in the balls-and-bins setting, there are no buyers and sellers; instead, balls join the network one at a time, so that at each time step a ball joins bin $i$ with probability $\frac{x_i^p}{\sum_{j=1}^{n} x_j^p}$, where $x_i$ is the number of existing balls in bin $i$. In this setting, the exponential embedding technique yields very clean and natural rigorous proofs of system behaviors, including that when $p > 1$ a monopoly occurs, in the very strict sense that after a certain point only one bin will receive any further balls (Davis 1990, Mitzenmacher et al. 2004, Oliveira 2004). Unfortunately, we have not found that this approach extends to two-sided markets. Using the weaker methods based of Drinea et al. (2002) based on large deviations, we can give rigorous combinatorial results for the case $p > 1$ and $q > 1$. These techniques could be used to examine other parameter values, and a more refined analysis could be done by for example embedding the process into a gambler’s ruin type Markov chain. Finding simpler and stronger methods, based on the exponential embedding or other techniques, that give rigorous and precise results remains an important open prob-
We sketch the approach; see Drinea et al. (2002) for more details. Suppose that at time $t$

\[ b_A(t) \geq \left( \frac{1}{2} + \epsilon \right) at, \quad b_B(t) \leq \left( \frac{1}{2} - \epsilon \right) at, \]

\[ s_A(t) \geq \left( \frac{1}{2} + \epsilon \right) (1 - \alpha)t, \quad s_B(t) \leq \left( \frac{1}{2} - \epsilon \right) (1 - \alpha)t. \]

for some $\epsilon < 1/4$. That is, suppose that $A$ leads in both buyers and sellers as above. Then if $p > 1$ and $q > 1$, we can show that with high probability these leads will increase steadily over time, in the sense that if $t$ is sufficiently large, then with high probability there exists a constant $c > 1$ such that

\[ b_A(2t) \geq \left( \frac{1}{2} + ce \right) at, \quad b_B(2t) \leq \left( \frac{1}{2} - ce \right) at, \]

\[ s_A(2t) \geq \left( \frac{1}{2} + ce \right) (1 - \alpha)t, \quad s_B(2t) \leq \left( \frac{1}{2} - ce \right) (1 - \alpha)t. \]

That is, after $t$ more steps the “gap” between the two competitors will in some sense increase by a constant factor. It is worth noting that we must be careful in stating this result. For example, if $s_A(t)$ is much bigger than $s_B(t)$, and $b_A(t)$ is very close to $b_B(t)$, then because the incoming seller’s choice of network depends on the buyer distribution, the ratio between $s_A$ and $s_B$ may come closer together. We cannot say that $A$ will necessarily always increase the lead in both buyers and sellers simultaneously, and it is for this reason we use the same $\epsilon$ in the above equations.

We consider what happens after $\gamma t$ additional agents (buyers or sellers) arrive, for some suitably small constant $\gamma$. Over these $\gamma t$ steps, for $t \leq u \leq t + \gamma t$, we have that

\[
\frac{b_A(u)}{b_B(u)} \geq \frac{1/2 + \epsilon}{1/2 - \epsilon + \gamma} = 1 + \frac{4\epsilon - 2\gamma}{1 - 2\epsilon + 2\gamma}.
\]

Hence for $q > 1$ and $\gamma < \epsilon$

\[
\left( \frac{b_A(u)}{b_B(u)} \right)^q \geq \left( 1 + \frac{4\epsilon - 2\gamma}{1 - 2\epsilon + 2\gamma} \right)^q > 1 + \frac{4q\epsilon - 2\gamma}{1 - 2\epsilon + 2\gamma}.
\]
Let us use the notation

\[ R_v = 1 + \frac{4q\epsilon - 2\gamma}{1 - 2\epsilon + 2\gamma} \]

and

\[ R_t = \frac{1/2 + \epsilon}{1/2 - \epsilon}. \]

Now for suitably small \( \epsilon \) and \( \gamma \) we have for any \( t \leq u \leq t + \gamma t \) that

\[ \left( \frac{b_A(u)}{b_B(u)} \right)^q > R_v > R_t. \]

For example, we the above holds for any \( \epsilon < 1/4 \) and any \( \gamma < 2\epsilon(q - 1)/3 \).

It follows that the ratio of the probabilities that an incoming seller chooses network \( A \) and that an incoming seller chooses network \( B \) is strictly greater than \( R_t \) over the course of the \( \gamma t \) steps. In particular, the probability that an incoming seller chooses network \( A \) is at least \( 1/2 + c_1\epsilon \) for some constant \( c_1 > 1 \). For any constants \( \delta_1 \) and \( \delta_2 \), if \( t \) sufficiently large, then using standard Chernoff bounds, we have that at least \( 1 - \alpha - \delta_1 \) new arrivals are sellers with high probability, at that of these sellers, at least a \( 1/2 + c_1\epsilon - \delta_2 \) fraction of them join network \( A \). Hence the increase in \( s_A \) over these \( \gamma t \) steps is, with high probability, at least

\[ \left( \frac{1}{2} + c_1\epsilon - \delta_2 \right) (1 - \alpha - \delta_1)\gamma t \geq \left( \frac{1}{2} + c_2\epsilon \right) (1 - \alpha)\gamma t \]

for some constant \( c_2 > 1 \) (where \( \delta_1 \) and \( \delta_2 \) have been chosen to be suitably small).

We may repeat this argument for \( 1/\gamma \) intervals each of \( \gamma t \) arriving agents, to find that over the next \( t \) steps, the number of new sellers arriving at network \( A \) is at least

\[ \left( \frac{1}{2} + c_2\epsilon \right) (1 - \alpha)t \]

with high probability. This then gives that

\[ s_A(2t) \geq \left( \frac{1}{2} + c\epsilon \right) (1 - \alpha)t \]

with \( c = (1 + c_2)/2 \). An entirely symmetric argument holds to show that

\[ b_A(2t) \geq \left( \frac{1}{2} + c\epsilon \right) \alpha t \]
for some (possibly different) constant $c$ as well; taking the minimum of these two constants gives the final result.

Finally, a similar approach can be used to prove a similar statement as the concentrations approach 1, as in Drinea et al. (2002) for more details. That is, suppose that at time $t$,

$$b_A(t) \geq (1 - \epsilon) \alpha t, \quad b_B(t) \leq \epsilon \alpha t,$$

$$s_A(t) \geq (1 - \epsilon) (1 - \alpha)t, \quad s_B(t) \leq \epsilon (1 - \alpha)t.$$

for some suitably small $\epsilon$. That is, suppose that $A$ leads dramatically in buyers and sellers, having all but an $\epsilon$ fraction of both. Then if $p > 1$ and $q > 1$, we can show that with high probability there exists a constant $c > 1$ such that

$$b_A(2t) \geq \left(1 - \frac{\epsilon}{c}\right) \alpha t, \quad b_B(2t) \leq \frac{\epsilon}{c} \alpha t,$$

$$s_A(2t) \geq \left(1 - \frac{\epsilon}{c}\right) (1 - \alpha)t, \quad s_B(2t) \leq \frac{\epsilon}{c} (1 - \alpha)t.$$

That is, the all-but-$\epsilon$ advantage improves to an all-but-$\epsilon/c$ advantage.
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